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The Kauffman NK model is a stochastic combinatorial optimization model that has been used in theoretical biology, physics and management science to model complex systems with interacting components. It could be crudely described as an optimization problem to find a maximum valued (weighted) p-nary vector of length N with the value (weight) of a vector defined in terms of its components’ weights and their ‘interaction’ with K ‘neighboring’ components. This paper analyzes global optima of the NK model. Most previous papers focused on local optima and simulation based results.

We transform this NP-hard global optimization problem into a stochastic network model that is closely related to two well-studied problems in operations research - project duration in PERT networks and stochastic shortest path problem. This transformation leads to applicable strategies for explicit computation of bounds on the global optima (particularly with K either small or close to N), such as a recursive scheme applicable as a dynamic program and simple stochastic networks that can be processed simultaneously. A general lower bound, which is sharp for \( K = 0 \), is obtained for the expected value of the global optimum of the NK model in terms of the order statistics of the underlying distribution. We also give a detailed analysis for the expectation and variance of the global optimum when \( K = N - 1 \) and the underlying distribution is \( U(0,1) \), by converting the analytic problem into a geometric one with estimation of volumes of certain bodies in the N-dimensional hypercube. The lower and upper bounds on the expectation obtained for this case show that there is a wide gap between the values of the local and the global optima. They also indicate that the complexity catastrophe, the tendency of the local optima to collapse towards average behavior, does not arise for the global optima.


This paper generalizes and extends the work from the first paper [1] that focused on the analysis of the (independent) case \( K = N - 1 \). It presents new global optima results for the NK model by developing tools for handling the dependency between weight functions of different N-vectors due to overlapping weight contributions from their components, when \( K \leq N - 2 \). Previous papers used Markov chain theory to analyze the cases when \( K = 1 \), \( N \) tends to infinity and the underlying distributions are exponential or negative exponential. The ideas developed here are more combinatorial in nature, independent of specific underlying distributions and especially applicable to \( K \) growing with \( N \).

We define and study a dependency graph to handle dependencies among underlying random variables in the NK model. Equitable coloring of the dependency graph is used to bound general order statistics (with dependencies) and consequently, the expected value of the global optima, \( E_{N,K} \), for the NK model. These bounds convert the problem of bounding order statistics of dependent random variables into that of independent random variables while incorporating quantitative information about the mutual dependencies between the underlying random variables. An alternative upper bound on \( E_{N,K} \) using direct arguments is also proposed. These ideas for handling dependence are applied to give a detailed analysis of \( E_{N,K} \) for \( K \) close to \( N \) (\( K = N - \alpha \) and \( K = \beta N, \alpha \in \mathbb{Z}^+, \beta \in (0,1) \)) with sharp bounds when the underlying distribution is normal by
using tools from order statistics theory, and when the underlying distribution is uniform by extending the geometric ideas from the first paper [1]. Finally, for bounded underlying distributions, the global optima is shown to be concentrated around its mean $E_{N,K}$.


Let $G, H$ be graphs with maximum degrees $\Delta(G) = \Delta_1$, $\Delta(H) = \Delta_2$, and orders $n(G), n(H) \leq n$. $G$ and $H$ are said to pack if there exist injective mappings of the vertex sets into $[n]$, such that the images of the edge sets do not intersect. In other words, either $G$ or $H$ is isomorphic to a subgraph of the complement of the other. The concept of graph packing generalizes various extremal graph problems, including problems on existence of fixed subgraphs (such as the Hamiltonian Cycle problem), forbidden subgraphs (Turán-type problems), and equitable coloring. One of the classical results in this area was by Sauer and Spencer (1978): if $2\Delta_1 \Delta_2 < n$ then $G$ and $H$ pack.

We characterize the graphs that achieve equality in the condition on maximum degrees as given in the Sauer-Spencer result for packing of graphs. We show that: If $2\Delta_1 \Delta_2 \leq n$, then $G$ and $H$ do not pack if and only if one of $G$ or $H$ is a perfect matching and the other either is $K_{\frac{n}{2}, \frac{n}{2}}$ with $\frac{n}{2}$ odd or contains $K_{\frac{n}{2} + 1}$. This gives the Sauer-Spencer theorem as a corollary. This result can be thought of as small step towards the well-known Bollobás-Eldridge conjecture (described in [5] below).


Simultaneous generalized hill climbing (SGHC) algorithms provide a framework for using heuristics to simultaneously address sets of intractable discrete optimization problems where information is shared between the problems during the algorithm execution. A SGHC algorithm probabilistically moves between discrete optimization problems during its execution according to a (problem generation) probability function. Many well-known heuristics (Generalized Hill Climbing (GHC) algorithms), including simulated annealing, threshold accepting and pure local search, can be embedded within the SGHC algorithm framework.

This paper shows that the solutions generated by an SGHC algorithm are a stochastic process that satisfies the Markov property. This allows the problem probability mass functions to be formulated for particular sets of problems based on the long-term behavior of the algorithm. Such results can be used to determine the proportion of iterations that an SGHC algorithm will spend optimizing over each discrete optimization problem. Sufficient conditions that guarantee that the algorithm spends an equal number of iterations in each discrete optimization problem are provided. SGHC algorithms can also be formulated such that the overall performance of the algorithm is independent of the initial discrete optimization problem chosen. Sufficient conditions are obtained guaranteeing that an SGHC algorithm will visit the globally optimal solution for each discrete optimization problem. Lastly, rates of convergence for SGHC algorithms are reported that show that given a rate of convergence for the embedded GHC algorithm, the SGHC algorithm can be designed to preserve this rate.


See the description in [4] above for definition of the graph packing problem. One of the earliest results in this area was by Sauer and Spencer (1978): if $\Delta_1 \Delta_2 < \frac{1}{2}n$ then $G$ and $H$ pack. The main conjecture in the area was made by Bollobás and Eldridge in 1978 as an extension of the Sauer–
Spencer result: if \((\Delta_1 + 1)(\Delta_2 + 1) \leq n + 1\) then \(G\) and \(H\) pack. If true, this conjecture would be sharp, and would be a considerable extension of the Hajnal-Szemerédi theorem on equitable colorings. The conjecture has only been proved when \(\Delta_1 \leq 2\), or \(\Delta_1 = 3\) and \(n\) is huge.

This paper focuses on proving a result of the form: for a fixed \(0 \leq \epsilon \leq 1\), \((\Delta_1 + 1)(\Delta_2 + 1) \leq n^2(1 + \epsilon) + 1 \Rightarrow G\) and \(H\) pack. For \(\epsilon = 0\), this is essentially the Sauer-Spencer result, while \(\epsilon = 1\) gives the Bollobás-Eldridge conjecture. Thus, for any \(\epsilon > 0\) this would improve the Sauer-Spencer result. We have proved this result for \(\epsilon = 0.2\). That is, we have essentially improved the bound on the product of maximum degrees in the Sauer-Spencer theorem from \((0.5)n\) to \((0.6)n\).


We study a basic local-search algorithm for finding a bipartite subgraph with maximum number of edges in a given graph. Starting with an arbitrary vertex partition, move (‘flip’) a vertex from one partite set to the other if doing so increases the number of edges in the cut. We improve the previous best-known lower bound, \(\frac{1}{2}n^{3/2}\), on the maximum number of flips possible in a graph with \(n\) vertices to \(\frac{25}{2}n^2\). Note that \(\frac{1}{7}n^2\) is a trivial upper bound. We also prove better upper bounds like \(e(G) - \frac{1}{4}d^2\), in terms of \(d\) the minimum degree of the graph. We also show that the minimum number of flips needed to reach a global optimum is at most \(n/2\), answering a question of Cowen and West.


The distinguishing chromatic number of a graph \(G\), \(\chi_D(G)\), is the least number of colors needed for a proper coloring of \(G\) with the property that the only color-preserving automorphism of \(G\) is the identity. That is, we want to give a proper coloring of a graph that breaks all its symmetries, so that the coloring together with the structure of the graph uniquely determines the vertices. This can be thought of as an exact encoding of the vertices using only a proper coloring. It is a common extension of both the chromatic number and the distinguishing number of graphs.

The chromatic number, \(\chi(G)\), is an immediate lower bound for \(\chi_D(G)\). We show that \(\chi_D(G)\) can be surprisingly at most one worse than \(\chi(G)\) for \(G\) a Cartesian power of any graph. The main theorem is: For every graph \(G\), there exists a constant \(d_G\) (explicitly given) such that for all \(d \geq d_G\), \(\chi_D(G^d) \leq \chi(G) + 1\), where \(G^d\) denotes the Cartesian product of \(d\) copies of \(G\). Using our proof techniques, we also find the distinguishing chromatic number for Hypercubes, Hamming graphs (Cartesian products of complete graphs), and Cartesian products of complete multipartite graphs.


Consider the NP-hard problem of, given a simple graph \(G\), to find a \(K_4\)-minor-free subgraph (series-parallel subgraph) of \(G\) with the maximum number of edges. The algorithm that, given a connected graph \(G\), outputs a spanning tree of \(G\), is a \(\frac{1}{2}\)-approximation. Indeed, if \(n\) is the number of vertices in \(G\), any spanning tree in \(G\) has \(n - 1\) edges and any series-parallel graph on \(n\) vertices has at most \(2n - 3\) edges. We present a \(\frac{7}{12}\)-approximation algorithm (current best) for this problem and, constructions and computational complexity results showing the limits of our approach.

Unlike earlier algorithms for various planar subgraph problems, the subgraph we generate is not
a tree or an outerplanar graph. For the first time, we are able to analyze an algorithm that allows blocks of unbounded size in solution subgraph and is allowed to shrink or throw away previously selected blocks.


In the past 50 years, discrete mathematics has developed as a far-reaching and popular language for modeling fundamental problems in computer science, biology, sociology, operations research, economics, engineering, etc. This book focuses on fields such as consensus and voting theory, clustering, location theory, mathematical biology, and optimization that have seen an upsurge of new and exciting works over the past two decades using discrete models in modern applications. Featuring 11 survey articles written by experts in these fields, the articles emphasize the interconnectedness of the mathematical models and techniques used in various areas, and elucidate the possibilities for future interdisciplinary research.


One approach to finding a maximum stable (independent) set (MSS) (or, equivalently a maximum clique or a minimum vertex cover) in a graph is to try to reduce the size of the problem by transforming the problem into an equivalent problem on a smaller graph. These reductions have been used to study properties of stability critical graphs and facets of the stable set polytope. They have also been used algorithmically in heuristics, polynomial-time algorithms for special classes of graphs, and exact algorithms.

This paper introduces several new reductions for the MSS problem, extends several well known reductions to the maximum weight stable set (MWSS) problem, demonstrates how reductions for the generalized stable set problem can be used in conjunction with probing to produce powerful new reductions for both the MSS and MWSS problems, and shows how hypergraphs can be used to expand the capabilities of clique projections. The effectiveness of these new reduction techniques are illustrated on a set of challenging MSS problems arising from Steiner Triple Systems.


Let $\pi_1$ and $\pi_2$ be graphic $n$-tuples, with $\pi_1 = (d^{(1)}_1, \ldots, d^{(1)}_n)$ and $\pi_2 = (d^{(2)}_1, \ldots, d^{(2)}_n)$ (they need not be monotone). We say that $\pi_1$ and $\pi_2$ pack if there exist edge-disjoint graphs $G_1$ and $G_2$ with vertex set $\{v_1, \ldots, v_n\}$ such that the degrees of $v_i$ in $G_1$ and $G_2$ are $d^{(1)}_i$ and $d^{(2)}_i$, respectively. When packing graphs, we permit permuting the vertices to make $G_1$ and $G_2$ fit together, but when packing sequences, we do not permit the sequences to be permuted. From an optimization point-of-view, this can be thought of as an feasibility problem. This problem is related to certain multicommodity flow problems with applications in supply chain/logistics, and even x-ray tomography. However, packing even 2 bipartite sequences is NP-hard.

We prove that two graphic $n$-tuples pack if $\Delta \leq \sqrt{2\delta n} - (\delta - 1)$, where $\Delta$ and $\delta$ denote the largest and smallest entries in $\pi_1 + \pi_2$ (strict inequality when $\delta = 1$); furthermore, the bound is sharp. If the two graphic sequences do not share any 0 terms then $\Delta < \sqrt{2n}$ implies the two sequences pack. This can be thought of as Sauer-Spencer type of packing result (see [4]).

Kundu’s Theorem (1973) characterizes when a graphic $n$-tuple has a realization containing a spanning subgraph that is $k$-regular. We consider extensions of Kundu’s Theorem and conjecture
the stronger statement that in fact when $n$ is even there is a realization containing $k$ edge-disjoint $1$-factors (that is, a $k$-edge-colorable $k$-factor). We prove the conjecture when the largest entry is at most $n/2 + 1$. We also prove the more difficult result that the conjecture holds when $k \leq 3$, by proving the stronger statement that there is a realization containing a $k$-factor that has two edge-disjoint $1$-factors.


A graph $G = (V, E)$ is called a unit disk graph (UDG) if there is a function $f : V(G) \rightarrow \mathbb{R}^2$ such that for $v, w \in V(G)$, $||f(v) - f(w)|| \leq 1$ if and only if $\{v, w\} \in E(G)$. UDGs are a natural model for wireless and radio networks. UDG is an example of a hereditary property. For every hereditary property $H$, there exists a family of graphs $F(H)$ such that $H = \bigcap_{H \in F(H)} \text{Forb}(H)$, where $\text{Forb}(H)$ is the family of graphs with no induced copy of $H$. This together with the fact that recognition of UDGs is NP-hard motivates the study of family of forbidden induced subgraphs of UDG. For example, $K_{1,6}$ was proved to be a forbidden induced subgraph of UDG and this fact was used to give approximation algorithms for various NP-hard problems on UDGs.

We prove that $K_{2,3}$ among other small graphs are forbidden in UDGs. We also describe a general construction for forbidden subgraphs that gives a total of $2^{(\frac{n}{2})}2^{(\frac{15}{2})}$ graphs on 19 vertices that are forbidden. All these results are generalized to Unit Ball graphs in $d$-dimensions. These results are then applied to an application of Szemerédi’s regularity lemma to the edit-distance problem for large UDGs.


The original art gallery problem (V.Klee, 1973) asked for the minimum number of guards sufficient to see every point of the interior of an $n$-vertex simple polygon (Art Gallery). Chvátal (1975) proved that $\lceil n/3 \rceil$ guards are always sufficient. If all the edges of the given simple polygon are either horizontal or vertical, then such a polygon is called an orthogonal gallery. Kahn, Klawe and Kleitman (1983) proved that $\lceil n/4 \rceil$ guards are sufficient for such a $n$-vertex gallery.

We study orthogonal gallery with holes, i.e., an orthogonal polygon enclosing some other orthogonal polygons called holes (interior of each hole is empty). In 1982, Shermer conjectured that any orthogonal polygon with $n$ vertices and $h$ holes can be guarded by $\lfloor (n + h)/4 \rfloor$ vertex guards. This conjecture remains open. The best known result shows that $\lfloor (n + 2h)/4 \rfloor$ such guards suffice (O’Rourke 1987). We improve this bound to $\lfloor (n + \frac{3}{2}h)/4 \rfloor$ using a graph coloring argument over a geometric graph.


Fall coloring of graphs is a common extension of two fundamental NP-complete problems - Graph Coloring and Graph Domination. It asks for a partition of the vertices of a graph into sets which are both independent and dominating. The primary question in this topic is the feasibility of such a coloring existing for a given graph. Let $\text{Fall}(G)$ be the set of values $k$ such that $G$ is $k$-Fall colorable ($k$ is the number of colors used). We construct of a family of graphs with predetermined $\text{Fall}(G)$ which shows that $\text{Fall}(G)$ can be arbitrarily large with arbitrarily large gaps. We characterize Threshold graphs and Split graphs that are Fall colorable. We also show that the Cartesian product of a $k$-Fall-colorable graph with a $k$-colorable graph gives a $k$-Fall-colorable graph.

We study a generalization of the classical 0-1 knapsack problem. We generalize the benefit function over a subset of items by allowing for dependencies between items that could possibly modify their contribution to the benefit of the whole ensemble. In addition to the sum of the individual elements, the benefit function also includes terms involving the benefit contributions of various subsets of items. Our motivating example is a resource allocation problem, where the items are proposed projects, weight is the cost of implementation, and benefit measures the expected savings by implementing that project. Typically, it has been assumed that the projects are pairwise independent so their benefits are additive. However, in most applications the benefit of two projects can be less than or greater than the sum of the individual projects due to underlying dependencies among the projects.

To model this situation, we define the *Graph Knapsack Problem* (GKP). Let $G = (V, E)$ be an undirected graph, with a weight function on the vertices, $w : V \to \mathbb{Z}^+$, and a benefit function on vertices and edges $b : E \cup V \to \mathbb{Z}$. The vertices correspond to the items in the Knapsack problem. The benefit of a subgraph $H = (V_H, E_H)$ is $b(H) = \sum_{v \in V_H} b(v) + \sum_{e \in E_H} b(e)$ while its weight is $w(H) = \sum_{v \in V_H} w(v)$. Note that the benefits can be negative; negative weight edges model the case where two projects’ benefits are less than the sum of their parts. The graphical-knapsack problem asks to find a subset of vertices $S \subseteq V$ that maximizes the benefit of the induced subgraph, $b(G[S])$ with the restriction that its weight $w(G[S])$ is less than $W$.

GKP generalizes many graph optimization problems and other generalizations of the Knapsack problem, which are all NP-hard and most are even hard to approximate. GKP can be expressed the well-studied Quadratic Knapsack Problem (QKP) when the benefits are non-negative. And, GKP generalizes the Heaviest Subgraph problem, finding the heaviest induced subgraph of an edge-weighted graph. This corresponds to GKP with edges having non-negative benefits while vertices have zero benefit, and the weight of each vertex is 1. We can also reduce the max-clique problem to GKP.

We give examples that show that algorithms proposed for Classical Knapsack problem and the Heaviest subgraph problem behave poorly when applied to GKP. We also give a polynomial-time greedy algorithm which has a guaranteed approximation ratio of $O(\min\{n, W\} n/t)$ for any fixed $t$. These are the best known approximation ratios for the QKP. We give a FPTAS (Fully Polynomial time approximation scheme) when the underlying graph has bounded Tree-width. We can also generalize this result to the Hypergraph version of the GKP, where the dependencies between items are not just pairwise but $k$-wise for any $k \geq 2$.


We introduce a new model and algorithms for optimal transportation investment decision-making to support sustainable transportation. The objective is to decide which projects to invest in and implement, so as to maximize the total utility of the transportation network after project implementation viewed from economic (total cost to the transportation agency and the user), social (traffic mobility and safety), and environmental (energy consumption and vehicle emissions) dimensions. In the past, decisions were based on calculating the benefit of each project independently, by measuring its local impacts. However, this ignores two important factors. Firstly, local changes in a transportation network can lead to agglomerative changes in its global behavior. An addition or expansion of a single road segment can lead to better (or sometimes worse) traffic conditions elsewhere even far away from it. Secondly, multiple projects within a certain geographical area or a major corridor of the transportation network may be proposed for implementation simultaneously, which means that such projects cannot be considered independent of each other. For the first time, both these factors are taken into account in our new models.
The benefit of a collection of projects is defined in terms of an appropriate multi-commodity flow problem defined over the transportation network under study with different non-linear cost functions. These benefits satisfy the global dependence properties described above. They are used to calculate the data needed for Graph Knapsack Problem, see [15], which is then solved to give an appropriate solution for the highway-investment decision-making. We have done a computational study (with help of graduate students in Transportation Engineering: E. Veliou, B. Zhou, C. Lee) of the road network in the Chicago downtown loop area using latest real-life traffic data from I-DOT (Illinois Department of Transportation) to analyze the decision-making for multiple projects under consideration there. Our results clearly show that our models capture the effects of dependency between different projects. Ignoring these effects gives a false inflated benefit from a collection of projects leading to erroneous decision-making: the network-wide benefits with project interdependency considerations tend to be lower than the corresponding benefits without interdependency considerations by 38 to 64 percent, and the network-wide benefits with project interdependency considerations begin to flatten out when the annualized budget reaches approximately $7.5M with no additional benefits generated from travel time savings with higher levels of investment budgets.


This paper continues the research from [15]. We give a randomized algorithm based on an innovative use of non-linear Hyperbolic programs with a non-linear rounding scheme, and analyze it with the help of the Kim-Vu polynomial concentration bounds to improve the approximation ratio to $O(w_{max} n^{1/2})$, where $w_{max}$ is the maximum weight on the vertices. This is again the best known approximation bound for the QKP. To our knowledge, this is the first non-trivial application of Second-Order Cone Programming and nonlinear concentration bounds in approximation algorithms.


These lecture notes based on courses offered by me at UIUC and IIT are being prepared for possible publication. These notes cover three areas and their applications that are not well covered in typical graduate courses in Discrete Mathematics: Concentration of Measure, Applications of Shannon Entropy, and Markov Chain Monte Carlo. The lectures present elementary proofs of basic results in these areas with the aim of making these topics accessible to uninitiated students and researchers in CS, ECE, OR, etc., in addition to those in mathematics. The focus is on developing the themes underlying the various methods and illustrating the final results through applications in graph theory, combinatorial optimization, and theoretical computer science. Most of the discussions and results would appear for the first time in a textbook.


NP-hard optimization problems cannot be solved in polynomial time unless $P = NP$. To overcome this difficulty, a number of approaches including approximation algorithms and heuristics have been explored. But neither of these approaches guarantee exact solutions. In contrast to these approaches, super-polynomial time algorithms that solve NP-hard problems to optimality have been designed and analyzed. These exact algorithms lead to practical algorithms for moderate instance sizes, in addition to being used as sub-routines in hybrid algorithms with heuristics.

The maximum independent set problem (or, equivalently the maximum clique problem or the
minimum vertex cover problem) is a fundamental NP-hard graph optimization problem. The running times of its exact algorithms has improved from $O^*(1.2599^n)$ (Tarjan–Trojanowski, 1977) to $O^*(1.1844^n)$ (Robson, 2001). In this paper, a new and faster algorithm, based partly on reductions from the previous paper [10] of the authors, is proposed.


Naturally evolving massive networks like the social networks of acquaintances (used to model the spread of diseases, rumors, etc.), the internet, the power grid, airline traffic, etc., share common characteristics like short average distance and high clustering coefficient (average density of subgraphs induced by neighborhoods). Random Geometric Graph (RGG) has been studied as a model for such networks. It is constructed by placing $n$ points randomly (according to uniform distribution or a poisson process) within a metric space, and putting an edge between any pair of points at most distance $r = r(n)$ apart. As in classical random graphs, the fundamental questions concern the threshold functions for various graph structures. We study RGG on a bounded torus with $l_{\infty}$-metric and show that the threshold for 2-connectedness is about the same as the threshold for Hamiltonicity for these graphs, i.e., there exists a Hamiltonian cycle as soon as the graph becomes 2-connected.


This technical report focuses on providing tools for solving and analyzing various aspects of optimization problems with multiple objective functions. Multi-objective optimization problems frequently arise in real-life applications, but have not been studied in great detail in literature. My contributions to this report include surveying the previous research and proposing algorithms for sensitivity and post-optimality analysis of discrete multi-objective optimization problems as well as for solving mixed discrete-continuous multi-objective optimization problems.


The queunumber of a graph is the minimum number of queues (FIFO) needed to process its edges (without nesting) over a total order of its vertices. Queue layouts of graphs are dual to stack (LIFO) layouts (better known as book embeddings and the corresponding pagenumber of a graph). Queue layouts have been applied to sorting permutations, parallel process scheduling, matrix computations, and graph drawing. This thesis studies a long standing open problem in queue layouts of graphs - whether queue number of planar graphs is bounded or not. The queue number of stellation of $K_3$ is explored through a number of general labelings, using tools like Erdos-Szekeres theorem on long monotone subsequences in arbitrary sequences to analyze and show that these families of labelings give unbounded queue number. (The queunumber of planar graphs remains unknown to date, 2011.)


This paper proposes an elementary construction of $\mathbb{R}$ as a completion of $\mathbb{Q}$. The method taught in high school for approximating the value of an irrational number by upper and lower bounding
sequences of rational numbers (essentially the decimal representation) is an illustration of the nested intervals property of reals. Any family of nested intervals of rationals with diameter tending to zero can be said to define a real number. Just as rational Cauchy sequences need not converge in \( \mathbb{Q} \), nested intervals in rationals need not have a non-empty intersection in \( \mathbb{Q} \). This leads to \( \mathbb{R} \) being defined as the collection of families of nested intervals in \( \mathbb{Q} \) with diameter tending to zero. This construction is shown to follow the underlying theme of the Cantor’s construction using Cauchy sequences and Dedekind’s construction using Dedekind’s cuts, and can be used as a motivation for these constructions.